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ABSTRACT
A UML diagram analytic tool called UMLx is proposed, which au-
tomatically extracts information from UML diagrams to facilitate
decision making in risk management, planning, resource allocation,
and system design, based on a set of proposed metrics.
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1 INTRODUCTION
UML diagrams have been the major artifacts of the model-based
approach of software engineering. It comprises 14 diagrams to
describe the behavioral and structural aspects of a system. Also
a subset of the diagrams have been adopted in the attempts to
bring light-weight modeling into Agile software development[1].
In addition to their effectiveness in describing the behavioral and
structural aspects of the system being developed, system specifica-
tions defined using UML diagrams are also effective indicators of
software size, an accurate estimate of which can further be used to
estimate effort, cost, and schedule[2] and guide decision making in
various areas of software project management.

In this paper, we introduce a UML diagram analytic tool called
UMLx to derive information from the UML diagrams by the pro-
posed metrics and discuss their effects on various software man-
agement decisions.
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2 THE AUTOMATED FRAMEWORK
2.1 Model Definition and Analytic Procedures

2.1.1 Parsing XML files. XMI files exported from UMLmodeling
tools are first parsed by the rules mapping the tagged elements of
XMI files to the UML elements defined in the UML metamodels.
A hierarchy of UML elements is constructed by establishing the
associations among the UML elements using the UUIDs of the
referenced tagged elements. This hierarchy includes multiple use
cases expounded by activity diagrams, sequence diagrams, and
object analysis diagrams and a domain model composed of a set of
classes to describe a system’s behavior and structure[3].

2.1.2 User-System InteractionModel (USIM) Construction. USIM
is defined based on the hierarchy of the parsed UML elements,
which includes the following key elements: activities (A), prece-
dence relations (PR), system boundary (SB), system scope (SCP),
stimuli (STL), and components (CMP). Specifically, activity, object
analysis, and sequence diagrams are converted into control flow
graphs (CFG) by graph transformation algorithms[4] to PR among
A. SB and STL are identified by the rules defined based on the asso-
ciations with actors. SCP defines the effective transactions. CMP
that realize A are identified from class diagrams.

2.1.3 Transaction Identification. The CFGs are traversed (based
on DFS) to identify the independent paths with the stimulus nodes
as the entry points and the exit points determined by the rules
based on the system boundary.

2.1.4 Transaction Classification. The identified transactions char-
acterized by the components and activities they are implemented
upon, the interface complexity of the components, the referenced
data elements, etc. These properties help classify the transactions
into different levels of complexity.

2.1.5 Model Profiling. The information at the different levels:
UML elements, transactions, use cases, and models, is profiled based
on the proposed metrics.

2.2 Evaluation Metrics
2.2.1 NT, SWT-I, SWT-II. The number of transactions (NT) has

been themajor factor that defines system functional sizemetrics[5][6].
Transactions can be classified into different complexity levels by
their properties, for example, operational complexity (defined as the
number of activities), called transaction length (TL), and interface
complexity (defined as the average number of the external methods
(|M |/|I |) exposed by an interface, where |M | is the total number of
methods exposed by |I | interfaces), called the degree of a transac-
tion (TD). Different weights are assigned to the complexity levels
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Figure 1: USIM is constructed from XMI files to support au-
tomated transaction identification and classification.

to represent their relative influences on software size. The sum
of weighted transactions by this method is called SWT-I. Also, if
class diagrams are input, the data element types (DETs) referenced
by a transaction can be identified. The size metric that takes the
number of DETs into consideration is called SWT-II. The relevance
of the size metrics in predicting project effort is presented in the
top section of Figure 2, which is based on an empirical study of
19 student projects. Early effort estimations help decide a feasible
scope to avoid the risks of being over schedule or budget. Also,
we can prioritize use cases by the business value per unit of use
case complexity - BV/(NT/SWT-I/SWT-II) - to improve return on
investment (ROI).

2.2.2 CT. Seven operational characteristics are identified to
characterize a transaction: interface management (INT), external
input (EI), external inquiry (EQ), data management (DM), control
(CTRL), external call (EXTCLL), and external invocation (EXTIVK).
Each category essentially represents a type of developers needed
to implement the transactions of that category. Here we provide an
example of calculating the percentage distribution of development
effort of different types based on the categorized transactions (CT)
in the middle section of Figure 2.

2.2.3 ATC, ATD. The average number of components of a trans-
action (ATC) represents the expected number of system components
a developer needs to understand, create, modify, and test when
implementing a transaction of a use case. Similarly, the average
transaction degree (ATD) indicates the expected interface complex-
ity when implementing a transaction of a use case. Therefore, the
product of ATC and ATD (ATL-ATD) represents the architectural
difficulty a developer needs to deal with when implementing a
transaction of a use case.

3 CONCLUSIONS
In this paper, we introduce UML diagram analytic tool called UMLx
that is capable of analysing commonly used UML diagrams to de-
rive the information that facilitate decision making in various areas
of software management, including project scope management,
task prioritization, resource allocation, and architecture sufficiency
assessment. To enable the automated analyses, we propose USIM
that fills the gap between the sizing model and UML metamodels by

Figure 2: Transaction related statistics for software PM.

synthesizing information from the UML diagrams to computation-
ally support transaction identification and classification. Examples
of how the derived data affect decision making are provided.

3.1 Future Directions
To extend the capability of the automated framework to analyzing
other types of diagrams would extend the use of the tool. More data
points are needed to further evaluate the relevance of the proposed
metrics in making the software management decisions. To support
data collection, the tool needs to be implemented compatible with
the XMI files exported from different UML modeling tools.
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